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• Consulting
• Geron
• Novartis
• Broad Institute
• Institute for Value Based Medicine

• I am a
• Hematologic Oncologist
• Care Delivery Researcher
• Bioethicist

• I am not a
• Computer Scientist
• Artificial Intelligence Researcher
• Lawyer

Disclosures
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• Introduce AI and hematology

• Ethics of AI and health care: old and new

• Framework for ethical use of AI in hematology/oncology

• Special ethics cases: artificial empathy and patient-facing AI

• Review hematologist/oncologist views on ethics of AI

Objectives
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AI and Hematology
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• Transformative?

• Revolutionary?

• An Unstoppable Train?

• A Hematology Renaissance?

• A Mess?

“The development of AI is as fundamental as the creation of the personal computer. It will 
change the way people work, learn, and communicate—and transform healthcare. But it 
must be managed carefully to ensure its benefits outweigh the risks.” – Bill Gates, 2023

The Hematology Future, Coming Soon
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• Clinician co-pilots

• Patient-facing clinical answer engines

• Hematopathology optimizers

• Treatment optimizers

• Clinical trial matchers

• Patient visit summarizers

AI Clinical Tools Coming to Hematology

Radakovich, Curr Hem Mal Rep, 2020
Alaoui, J Med Int R, 2022
El Alaoui, JMIR, 2022
Walter, Blood Reviews, 2023
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• Prior authorization writers

• Individualized risk assessment tools

• Patient digital twins

• Hematology supportive care avatars

• Billing optimizers

• Publication plagiarism analyzers

AI Clinical Tools Coming to Hematology

Radakovich, Curr Hem Mal Rep, 2020
Alaoui, J Med Int R, 2022
El Alaoui, JMIR, 2022
Walter, Blood Reviews, 2023
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• EHA Congress 2025: Image analysis, biomarker prediction, facilitate tumor 
boards and even prescribe treatments, with legislative developments 
suggesting some applications may be close.

“Living Up to the Hype” in Hematology

Mattina, AJMC, 2025

AI-driven “ghost cytometry” enables early diagnosis 
of CML and prediction of treatment response.

Models show high sensitivity, specificity, and accuracy 
in diagnosing APML, interacting with -omics data, 
blood samples, and cytomorphology.

AI-based methods analyze molecular predictors in 
MDS, aiming to improve stratification and guide 
enrollment in clinical trials.
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Ethics of AI and Healthcare:
the Old and the New
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Old: Data Ownership

Data

Patient

Researcher

HospitalPublic

Company

Cohen, AJOB, 2023
Mirchev, JMIR, 2020
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Old: Privacy, Security, Accountability

Non-Health ↔ Health

Re-Identifiability 
(e.g., genetics)
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Old: Patient Safety (Non-Maleficence)

Processes of Safety

Recognition of AI/ML 
safety issues

Reporting of AI/ML 
safety issues

Managing AI/ML 
safety issues

Categories of Safety

Intrinsic vs extrinsic 
safety

Development vs 
implementation 

safety

Lyell, JAMIA 2022
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Old: Patient Safety (Non-Maleficence)
• Lyell and colleagues evaluated 266 

safety events involving approved 
machine-learning medical devices 
reported to the US FDA’s Manufacture 
and User Device Experience (MAUDE) 
program between 2015 and 2021. 

• While most events involved device
problems (93%), use problems (7%) 
were four times more likely to harm 
(relative risk 4.2; 95% CI 2.5–7). 
Problems with data input were the top 
contributor to events (82%). Lyell, JAMIA 2022

66%
16%

9%
4% 3% 2%

potential to harm
actual harm
consequences of health care delivery
near misses
no harm
compaints
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Old and New: Representativeness and Bias

Development 
Biases

Historical 
Bias Sample 

Bias
Labeling 

Bias

Aggregation 
Bias

Emergent 
Biases

User-Based

Implicit Bias

Confirmation 
Bias

Trust Bias

Access Bias AI-Based

Latent 
Biases
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Consent to the 
use of AI in 

decision-making

Consent to the 
use of data to 
power AI tools

Consent to a 
study that 

assesses AI in 
clinical care

Consent to a study 
that does not 

assess AI decision-
making, but AI is 

used

Old and New: Informed Consent

Ghaessemi, Lancet Digital Health 2021
Cohen, Georgetown Law Journal 2020 
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New: Inexplicability of AI Models
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New: Environmental Impact

Rilling, Environ Sci Technol, 2023
Hantel, AJOB, 2024

Cancer Care 
Delivery

Environmental 
HarmPatient Harm
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Ethical Use of AI 
in Hematology/Oncology
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Process Framework

• Autonomy in hematology care is interwoven with equity and privacy. 

• Lack of defined processes for evaluating and disclosing how an AI tool’s 
underlying dataset represents a given population—and what extrapolation 
is necessary for deriving an outcome or applying it—can magnify even 
small biases during hematology care. 

Hantel, JCO, 2022
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Process Framework
• Hematology AI that minimizes bias while maximizing privacy and 

autonomy rests upon knowing whose data is intentionally included or 
excluded and patients consenting to that data use.

• Process-focused ethical decision frameworks are useful structures 
for addressing challenging issues in biomedicine when it is difficult to 
reach agreement regarding acceptable outcomes. 

• They are frequently used for priority-setting during scarce resource 
allocation—such as drug shortages—where there are competing ethically 
acceptable outcomes such as treating the youngest or sickest first. 

Daniels and Sabin, BMJ, 2008
Hantel, JCO, 2022
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Process Framework
A widely-utilized framework is “Accountability for Reasonableness”
(A4R), five principles to establish legitimacy of decisions for stakeholders. 

• Relevance: decisions should be based on reasons that fair-minded people 
can agree are relevant under the circumstances;

• Publicity: decisions and their rationales should be publicly accessible; 

• Revision: there should be opportunities to revisit and revise decisions and 
mechanisms to resolve disagreements; 

• Empowerment: power differences should be minimized to ensure effective 
stakeholder participation;

• Enforcement: there should be voluntary or public regulation to ensure the 
other conditions are met.

Daniels and Sabin, BMJ, 2008
Hantel, JCO, 2022
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Artificial Empathy
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The ability of nonhuman models to 
predict a person's internal state given 
the signals they emit or to predict a 

person's reaction when they are 
exposed to a given set of stimuli

Artificial Empathy and Human Dignity

“Artificial Empathy”
Decreasing Social Isolation

Role Modeling for Humans

Improving Patient-Doctor Relationships

Inauthentic Relationship Substitution

Furthering of Social Isolation

Should (Can) Empathy Be Effortless?

Kelkar, JCO OP, 2023
Korenteng, JAMA Onc 2024

Baumgärtner and Weiss, Proc of 3rd Int Symp New Frontiers in HRI 2014
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Artificial Empathy and Human Dignity

Korenteng, JAMA Onc 2024

• “Artificial empathy” may inadvertently result in less human empathy in 
the hematologist-patient relationship. Genuine empathy requires 
emotional effort on the part of clinicians.

• Risk of furthering inequities in hematology care, as the use of artificial 
empathy will likely be less costly than human empathy. 
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Artificial Empathy and Human Dignity

Korenteng, JAMA Onc 2024

• The use of artificial empathy risks alienating patients; replacing 
opportunities for human with artificial empathy may promote loneliness or 
make patients feel undeserving of real human interaction.

• Artificial empathy may influence the behavior of patients with blood 
diseases in ways not aligned with their needs. Emotions are recognized 
heuristics and are known to bias decision-making (e.g.: “nudging”).

• Artificial empathy may reduce the intrinsic value of empathy, posing a 
distinct moral concern. 
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Artificial Empathy and Human Dignity

Ayers, JAMA IM, 2023

Cross-sectional study: a database of questions from a public social media forum (Reddit's 
r/AskDocs) was used to randomly draw 195 exchanges where a verified physician responded to a 
public question. Chatbot responses were generated by entering the original question into a fresh 
session, and empathy compared by a team of licensed health care professionals.
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Patient-Facing AI (PF-AI)
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Patient-Facing AI

Kelkar, JCO OP, 2023

• Examples of PF-AI: enhanced telehealth, remote monitoring, virtual 
health coaching. 

• The transformative potential of PF-AI technologies in hematology is 
undeniable. These applications can facilitate access, personalize care, 
improve treatment adherence, and enhance patient engagement. 



29

Patient-Facing AI
• PF-AI technologies risk violating nonmaleficence because of lack of 

regulatory oversight, risk for error, and lack of transparency in training data 
sets and algorithms.

• These models may also disrupt the bioethical principle of justice. AI 
decision making is trained on historical data often generated within 
structurally inequitable societies: a problem know as data absenteeism.

• PF-AI may lead to impersonal care and diminished human touch, eroding 
patient dignity and therapeutic relationships. As we venture further along 
the AI gradient of algorithmic autonomy, such threats to dignity increase.

Viswanath, ANNALS of the Am Acad of Poland Soc Sci, 2022
Kelkar, JCO OP, 2023
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Patient-Facing AI

Kelkar, JCO OP, 2023
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Hematologist/Oncologist
Views on Ethics of AI
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• Cross-sectional survey of U.S. hematologists/oncologists for 
perspectives on how AI may be responsibly integrated into care and 
how to protect patients from hidden biases.

• Representative sample of medical hematology/oncology, surgical and 
radiation oncology specialists; November 2022 to July 2023. 

• 204 surveys completed of 387 sent (52.7% response rate).

Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024
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Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024
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• Most respondents felt AI would be helpful in hematology/oncology care. 

• AI was felt to potentially help in diagnosing (95.6%), treating (89.2%), and 
managing side effects (60.4%).

• 84.8% reported AI needs to be “explainable” by oncologists.

• Only 23.0% reported AI needs to be “explainable” by patients.

• 76.5% reported feeling responsible for protecting patients from biased models.

Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024
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• 81.4% felt patients should consent to AI for cancer treatment decisions.

• 47.1% viewed medico-legal problems from AI use as physicians’ 
responsibility; 90.7% felt AI developers should bear this responsibility.

• Only 27.9% reported feeling confident in their ability to protect patients 
from biased AI.

• 93.1% reported they would benefit from AI training but 75.0% did not 
know how to access appropriate resources. 

Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024
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Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024



37

Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024
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• Results highlights potential issues related to accountability and 
deference to AI as well as associations with practice setting.

• Findings provide a glance at where hematologist/oncologists are in 
thinking about the ethical implications of AI in cancer care.

• Suggest implementation of AI in the field of hemato-oncology must 
include rigorous assessments of its effect on care decisions and 
decisional responsibility when problems related to AI use arise.

• Need for training for clinicians.

Clinician’s View of Ethics and AI

Hantel, JAMA NO, 2024
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Patient’s View of Ethics and AI
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